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ABSTRACT

Machine learning algorithms use the past and the present to predict
the future. But when given biased historical data, these algorithms
can quickly become discriminatory. The area of machine learning
fairness has emerged to detect and de-bias these algorithms, but
has received widespread criticism for its one-size-fits-all approach,
which allows certain cases of bias to slip through the cracks. In
this study, we take a deeper look at the mechanisms by which ma-
chine learning algorithms develop harmful bias. We introduce a
new method to interpret discriminatory systems, an Evolutionary
algorithm for Feature Interaction (EFI), which we apply to several
commonly used machine learning algorithms in two real-world
problem instances: violent crime and median house price predic-
tion. In the results, we discover several complex forms of bias in-
cluding the encoding of race through other seemingly unrelated
attributes. Ultimately we suggest that more informative interpre-
tation tools such as EFI can be used to not only explain machine
learning outcomes, but supplement and improve existing machine
bias detection approaches to provide a more robust and in-depth
ethical evaluation of machine learning algorithms.
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1 INTRODUCTION

Artificial intelligence (AI) and machine learning (ML) have rev-
olutionized the modern world, but also raised a host of difficult
questions. This paper focuses on two such questions: 1) how can we
understand the decisions made by Al systems, and 2) how can we
ensure that these systems are treating people fairly? Understanding
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Al systems is important both in its own right, and as a step toward
evaluating fairness and ethical decision making.

The predictive power of ML algorithms comes from their ability
to internalize and represent features and their complex relation-
ships. However, this same complexity poses a challenge when it
comes to deciding ethical questions. Interpretable Machine Learn-
ing (iML) has the goal of making black-box ML systems understand-
able to human interpreters [14], but is a challenge in itself due to
the high complexity of these systems.

The challenge of fairness has received significant attention due
to discoveries of models making skewed decisions with respect to
attributes like race and gender [6]. ML algorithms can internalize
the complex systems of inequality reflected in our data, and when
applied in the wrong setting, reinforce cycles of systemic oppres-
sion. There have been many advances in ML fairness, including
statistical measures of fairness and bias removal methods which al-
low us to automatically configure fairer models [17]. Although such
approaches have strong statistical roots, many practitioners are un-
satisfied with their one-size-fits-all nature [2], which allows special
cases of bias to slip through the cracks. In order for a more robust
and interactive evaluation of fairness, an interplay between other
machine learning objectives like interpretability, transparency, and
explainability is required.

In this study, we develop a method to improve interpretability in
complex ML models. We introduce an Evolutionary algorithm for
Feature Interaction (EFI)!, whose contributions to interpretability
are twofold: 1) a bio-inspired approach to efficiently search for
synergistic feature interactions and 2) a novel, permutation based
method to approximate feature interaction strength with improved
efficiency. In the following sections, we present EFI’s methodology
and apply it to both synthetic and real world example problems. We
show that interpretability tools can supplement fairness metrics
by providing an in depth understanding of complex ML biases. EFI
could also be used as a robust method of selecting combinations of
attributes to examine for intersectional fairness.

2 BACKGROUND

In this section, we introduce and motivate the methodology of our
approach with an overview of the current state and challenges in
ML interpretability and fairness.

2.1 Interpretability

According to the Predictive Descriptive Relevant (PDR) framework
for iML development [14], interpretable models and interpretability
tools should maintain a high degree of accuracy (predictive), com-
prehensively describe the model’s predictive process (descriptive),
and offer insights that are comprehensible to the human interpreter
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